Fringing Tracking at the IOTA Interferometer
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ABSTRACT

We describe the fringe–packet tracking software installed at the infrared optical telescope array (IOTA). Three independently developed fringe–packet tracking algorithms can be used to equalise the optical path lengths at the interferometer. We compare the performance of these three algorithms and show results obtained tracking fringes for three independent baselines on the sky.
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1. INTRODUCTION

Observations performed with long–baseline ground–based optical/infrared interferometers are strongly affected by the turbulent atmosphere. Turbulence can reduce the visibility of fringes in many ways as described Porro\textsuperscript{1} for pupil–plane (or coaxial) beam combination and Threau\textsuperscript{2} for image–plane beam combination. Turbulence randomly modulates the phases of the fringes which can then become unusable for image reconstruction. Using three or more telescopes allows getting rid of the atmospheric phase contamination. This is done through the closure–phase technique pioneered in radio astronomy\textsuperscript{3} and recently applied to long–baseline optical interferometry.\textsuperscript{4} The necessary condition for obtaining meaningful closure–phases is that the three fringe packets must happen in the same temporal interval. This is achieved by keeping the optical path difference (OPD) to a minimum.

There are two possible solutions for correcting the OPD in an optical or infrared interferometer affected by atmospheric and instrumental optical path errors: coherencing and cophasing. Coherencing relies on keeping the OPD between two telescopes within a fraction (about a wavelength) of the coherence envelope of the data (typically several to many wavelengths) and allows only short exposures to be taken. Cophasing intends to maintain the optical path within a fraction of a wavelength, allowing long exposures in the science beam; however cophasing suffers from fringe jumps since it cannot find the position of the white fringe itself but needs a coherencing algorithm to know the central position in a fringe envelope.

When IOTA relied on a single baseline the fringes were usually kept inside the scan interval manually by the observers. The installation of the third telescope at IOTA required an increase in the level of automation in the instrument, because manual tracking is not practical with three baselines to adjust. In particular the requirement to measure closure–phases necessitated a system capable of keeping the fringe packets in the centre of the scan using the existing hardware dedicated to acquiring science data. Fringes must be acquired in the same
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Figure 1. Closure phase measurement for the star WR140 ($m_h = 5.3$). The points represented on the plot are complex vectors normalised to unity. Each point is calculated using a single fringe measurement for each baseline (notably the N–S, N–W and W–S baselines, where the telescopes where positioned at N=35m, S=15m and W=10m). There are 200 points in the diagram. The vector represented in solid line is the average closure phase of the previous 200 vectors and the dashed line represents the error on the closure phase. The value of the mean closure phase and its associated error are also displayed at the top of the plot. Finally the left panel represents a closure phase measurement in open–loop mode (fringe tracker not active) while the right panel is the closed–loop case.

We present here three fringe–packet–tracking algorithms developed independently and tested at the IOTA interferometer. These algorithms do not require any additional hardware for their operation, but utilise the science data as fringe sensor and use the fringe–scanning piezo–mirrors and existing delay lines for fast path corrections.

2. THE INSTRUMENT

IOTA is a long–baseline optical interferometer located at the Smithsonian Institution Whipple Observatory on Mount Hopkins, AZ, comprising three 45–cm diameter telescopes which can be positioned at 17 stations on an L–shaped track, where the arms are 15 m toward the south–east and 35 m toward the north–east. IOTA operated with 2 telescopes from 1995–2003, and 3 telescopes since February 2002. The interferometer,\textsuperscript{5,6} has been used as a testbed for new cutting–edge technologies,\textsuperscript{7,8,7,8} and has produced recent science results in the 2 and 3–telescope configuration.\textsuperscript{9–17}

The three beams arriving from the vacuum delay–line tank hit three dichroic mirrors which separate the visible and infrared light. The visible beam continues toward the star tracker servo system. The science infrared beam is reflected toward three flat mirrors and then three off–axis parabolas which focus the three beams on three single–mode (H–band) fibers feeding the IONIC–3T integrated–optics beam–combiner.\textsuperscript{18}

Interference is achieved inside the integrated optics component, resulting in three output pairs $\pi$ radians out of phase in intensity. The interference fringes are recorded while two of the dichroics are piezo–driven to scan a path of about 100 $\mu$m and 50 $\mu$m, respectively, in order to scan through the fringe packet in the three beams. The six combined beams are then focused on six separate pixels of the PICNIC array which serves as infrared science camera and fringe sensor for the fringe packet tracker. The path difference calculated by the packet–tracker is fed back to the piezo–scanning dichroics for a fast tracking response. The piezo scanners are off–loaded of their additional offsets every second, when a fraction of the error signal is sent to the short delay lines which are responsible for tracking the geometric delay caused by the rotation of the Earth.
Three algorithms were independently developed and tested at IOTA. Since the installation of the third telescope, a new control system based on the VME–bus architecture and the VxWorks real–time operating system is operational. Three separate Motorola G3, 266–MHz CPUs control telescopes / delay lines, the visible star tracker, and data acquisition / fringe–tracking. This architecture simplifies enormously the task of synchronising in real–time functions which were previously implemented on separate personal–computers running different and non–real–time operating systems.

Previous attempts to implement a fringe packet tracker were not successful due to the large delay in communications among the different computers composing the control system.19

3.1. Tracking the Fringe Packet Using Double Fourier Interferometry

This is a simple and fast algorithm,20 (from now on algorithm “a”), also independently discovered by Tubbs,21 which uses double Fourier interferometry (DFI)22 to extract wavelength dependent information from the fringe packet and calculate its group delay. This is done by scanning the fringe packet over an interval greater than the packet length, where the spectral resolution is proportional to the scan length. The group delay tracking (GDT) method has been applied to interferometry since the very beginning of the field, when Michelson23 used a prism for dispersing and acquiring fringes visually at the 20–ft interferometer. Labeyrie24 used the same system and demonstrated fringe acquisition on a two–telescope interferometer.

Several systems have been proposed since then, for correcting the optical path.25, 26 GDT (also called dispersed fringe tracking when applied to image plane interferometry) has been routinely used at several interferometric facilities.27–29 In fact, at IOTA, GDT was selected as the original method of path difference monitoring in the visible.30–33 But the system was set aside in favor of making infrared observations, and therefore was never extensively used.

The discrete function \( \pi(j) \), is the average detector count (noiseless case).

\[
\pi(j) = x_t \left\{ 1 \pm V \frac{\sin \left[ \frac{\pi}{N} (j - J_0) \Delta m \right]}{\pi (j - J_0) \Delta m} \sin \left[ \frac{2\pi (j - J_0) m_0}{N} \right] \right\}
\]

where \( j \) is the sample number, \( m_0 \) the discrete spatial frequency, \( N \) is the number of samples, \( x_t \) the total discrete intensity, \( V \) the apparent visibility, \( \Delta m \) the bandpass width and \( J_0 \) is the optical path that we want to calculate. We now estimate the Fourier transform \( \hat{n}(m) \) of the recorded fringes temporal scan and multiply \( \hat{n}(m) \) by the complex conjugate of \( \hat{n}(m_2) \) and define this as the cross–spectrum \( X(m_1, m_2) \). This cross spectrum is also used in the Knox–Thompson algorithm34 for recovering near diffraction–limited images of stellar objects degraded by atmospheric seeing.

\[
X(m_1, m_2) = \left[ \frac{i}{2} \exp \left( i \frac{2\pi m_1 J_0}{N} \right) \right] \left[ \frac{i}{2} \exp \left( -i \frac{2\pi m_2 J_0}{N} \right) \right] \quad (2)
\]

The cross–spectrum \( X \) is now calculated for all the frequencies in the bandpass, in order to improve the signal–to–noise. The phases can in fact be averaged as vectors in the bandpass as shown by Buscher.35

\[
X = \sum_{m_1} \left\{ \left[ \frac{i}{2} \exp \left( i \frac{2\pi m_1 J_0}{N} \right) \right] \cdot \left[ \frac{i}{2} \exp \left( -i \frac{2\pi m_2 J_0}{N} \right) \right] \right\} \quad (3)
\]

Here the sum is over all \( m_1 \) values within the bandpass, and \( m_2 = m_1 + \Delta m_{12} \), and \( \Delta m_{12} \) is a small integer. The phase noise is reduced by \( \sqrt{N} \) if the noise is normally distributed, as it is the case for detector noise, which is dominant in near infrared.

\[
J_0 = \frac{N \arg \overline{(X)}}{2\pi \Delta m_{12}} \quad (4)
\]

Then \( J_0 \) can be calculated from Eqn. 4, here the returned value is expressed in sample number, starting from the origin. The frequency difference \( \Delta m_{12} \) is usually kept to one sample, is \( \Delta m_{12} = 1 \).
3.1.1. Algorithm summary

1. The interference fringes are recorded while two of the dichroics are piezo–driven to scan a path of about 100 $\mu$m and 50 $\mu$m, respectively. The time series $nd_{(j)}$ is recorded by the infrared science camera for the three beams.

2. The fast Fourier transform $X_{d_{(m)}}$ of the time series $nd_{(j)}$ is computed separately for the three beams.

3. The cross–spectrum $Xd$ is calculated for the 3 beams by multiplying $X_{d_{(m)}}$ by its complex conjugated shifted by one sample.

4. The argument (phase) of the averaged complex numbers from the cross–spectrum $Xd$ is computed in correspondence of the fringe peak in the cross–power–spectrum. The position of the fringe packets is obtained by multiplying the obtained argument by the length of the scan.

3.2. Sliding Window Discrete Fourier Transform

This algorithm, (from now on, algorithm “b”) uses a totally different approach in order to detect the position of the fringe packet. A detailed description of the algorithm is given elsewhere.\textsuperscript{36–38} A single–frequency, sliding–window discrete Fourier transform (DFT) is used to extract the packet envelope information from the fringe packet (Fig. 2.a–b).

The DFT works as a matched filter and returns only the fringe amplitude at a specific frequency, determined by the width of the sliding window. This operation is repeated for five different frequencies in order to take into account the jitter of the fringe frequency produced by the atmospheric piston (Fig. 2.c). The point–by–point maximum of the 5 smoothed DFT results is taken and convolved with a rectangular template. The maximum of the convolution (Fig 2.d–e) is the position of the fringe packet. Although the fringe frequency should be a known constant, in practice, it varies due to atmospheric distortion. This algorithm automatically adapts to account for fringe frequency changes between and within scans.

Once the position of the fringe packet has been found an estimation of the signal–to–noise must be passed to the baseline bootstrapping algorithm (see Sec 3.5), in order to know which fringe packet position information carries more “weight”. Also, it is important to reject packet positions triggered by noise. This estimation is performed by comparing the value of the signal in the center of the packet with the value of the noise around the packet, as graphically shown in Fig. 2.f

3.3. Description of the single-channel envelope detection algorithm

We give in this section a description of the third algorithm (from now on algorithm “c”) used to find the position of a fringe packet. For a more detailed description of the algorithm see Thureau.\textsuperscript{39} The algorithm takes a fringe template which is a sinusoid modulated by a roughly Gaussian envelope (see Fig. 3.a) and slides this template across the data, determining the correlation coefficient as a function of the template position.

The above operation corresponds to convolving the data with the template, which can be easily done in Fourier space. The data is fast Fourier transformed and multiplied by the fast Fourier transform of the template. Fourier transforming back to the time domain gives the correlation of the template with the data. We can at once convolve with two templates simultaneously, namely the envelope multiplied a cosine function and the envelope multiplied by a sine function, which corresponds to finding the real and imaginary parts of the fringe phasor. Multiplying a one-sided Fourier window function is indeed equivalent to convolving with a real cos function and an imaginary sine function. Taking the modulus squared of the resulting complex correlation therefore gives the total fringe power in these two templates as a function of time. The resulting function is a series of envelopes, which can be folded in time to give an average envelope, and this is what is plotted in Fig. 3.b.

Once the fringe envelopes have been computed, a routine based on a centroid calculation is applied, in order to determine the mean position of its centre. This mean position is then used as an estimate of the OPD.
Figure 2. The raw scan with a high signal–to–noise fringe packet (a). Example of a window used to perform the sliding window DFT (b). DFT obtained for 5 different frequencies (c). Convolution of the DFT result with the packet finding window (d). Result of convolution and position of the fringe packet. Fringe packet signal–to–noise estimation (f).
3.4. Fringe Detection

Since the first algorithm to be operational at IOTA was (a), depicted in Sec. 3.1 it was easier for the “guest” algorithms to use the existing routines developed for (a). This is the case for baseline bootstrapping (described in Sec. 3.5) and fringe detection (this is only true for algorithm (c), since algorithm (b) has its own fringe detection algorithm).

Figure 4. Signal–to–noise estimator for fringe detection. The power contained in the filter around the fringe peak is compared with the rest of the power outside the filter.

Fringe detection in (a) is obtained by comparing the signal–to–noise of the fringes with a fixed threshold entered as a parameter by the observer. The signal–to–noise is calculated from the cross spectrum $|X(f_1, f_2)|^2$, from Eqn. 3, dividing the averaged power inside the fringe peak by the averaged power outside the fringe peak.

3.5. Baseline Bootstrapping

With baseline bootstrapping we are capable of blind-tracking fringes on a baseline when the signal-to-noise of the fringes is too low, provided that good signal-to-noise is available on the other two baselines. For this reason, we calculate the optical path $J_0$ for three baselines even if we correct the path for two baselines. We can express one optical path as the weighted average of the other two optical paths, the weights being equal to the SNR for
the fringes obtained on those baselines. The signal-to-noise is calculated from the cross spectrum $|X(f_1, f_2)|^2$, dividing the averaged power inside the fringe peak by the averaged power outside the fringe peak. We then observe that the optical path, in a closed loop must be equal to zero:

$$J_01 + J_02 + J_03 = 0$$  \hspace{1cm} (5)

where $J_01$ and $J_02$ are the optical path where the servo loop is acting, while $J_03$ is the reference optical path. To the path $J_01$, $J_02$ and $J_03$ are associated the weights $w_1$, $w_2$ and $w_3$ respectively. We have two values for each optical path. One is the value obtained directly on that baseline (for example $J_01$ with weight $w_1$), the other is the value calculated from the linear combination of the other two baselines (for example $J_01' = -J_02 - J_03$ with weight $w_1' = (w_2w_3)/(w_2 + w_3)$). The weighted average of $J_0$ and $J_0'$ can then be written as:  \hspace{1cm} (6)

$$\overline{J_01} = \frac{w_1J_01 + w_1'J_01'}{w_1 + w_1'}$$

where $\overline{J_01}$ is the weighted-averaged path difference. Similarly for $\overline{J_02}$:

$$\overline{J_02} = \frac{w_2J_02 + w_2'J_02'}{w_2 + w_2'}$$

$$J_02' = -J_01 - J_03$$

$$w_2' = \frac{w_1w_3}{w_1 + w_3}$$  \hspace{1cm} (7)

The advantage of using a weighting system is that we do not have to select the best baseline values a priori, but rather the weighting allows them to be selected automatically.

4. RESULTS AND PRELIMINARY COMPARISON

The 3 algorithms perform equally well with moderately faint stars. Fig. 5 shows fringes recorded with algorithm (c) on the star $\alpha$ Vul, were the fringes are recorded with the fringe tracker switched on (top) and switched off.

**Figure 5.** Fringes from the IOTA IONIC3T combiner on the PICNIC camera recorded in the H band on the star $\alpha$ Vul with a 5.5m baseline. (a) Fringe pattern recorded without fringe tracking. (b) Fluctuations of the position of the fringe packet represented in (a). (c) Fringe pattern recorded while using algorithm (c). (d) Corresponding fringe packet position.
Figure 6. Closure phase measured for the star HD192985 (left) and for the star HD144432 (right) during nights of bad seeing. Row (a) refers to the fringe packet tracking algorithm (a), row (b) to algorithm (b) and so forth.
The image shows the importance of using a fringe tracker to maintain coherence: the fringes would be lost very easily without actively tracking them.

The comparison of the algorithm is still work in progress. A crude performance comparison was done during the IOTA May 28 – June 07 observing run when time was available in between science targets. The algorithms were tested in identical conditions on target HD192985 ($m_h = 4.9$) the night of the 1st of June 2004 and on target HD144432 ($m_h = 6.6$) the night of the 6th of June 2004. The exposure were taken consecutively with the three algorithms. We use the closure–phase error as a rough estimator of the performance of the algorithms.

As stated before there is no tracking performance difference to be noticed at moderately low photon flux. Algorithm (b) is slower than the other two, but this does not compromise performance since the correction is applied to the piezo and to the delay lines after the scan and fly-back of the piezo. In fact the fringe packet is acquired, in servo mode, by scanning the optical path up to 100 µm and the path correction is applied at the end of the scan. The total OPD has already changed quite a bit by the time the correction is applied and this introduces an error which is usually dominant.

At lower flux, we notice a moderate degradation of performance for algorithm (c) as it can be noticed in Fig. 6, right–bottom pane. This algorithm has in fact the largest error on the closure phase. Since its implementation at the IOTA interferometer, algorithm (c) has been modified. The calculation of the fringe envelope position has been simplified and is now based on a cyclic centroid calculation. The new algorithm is currently being tested at COAST and it is expected to solve the problems encountered at low light levels.
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